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Abstract. The SL-AV global atmosphere model is used for operational medi-

um-range and long-range forecasts at Hydrometcentre of Russia. The program 

complex uses the combination of MPI and OpenMP technologies. Currently, a 

new version of the model with the horizontal resolution about 10 km is being 

developed. In 2017, preliminary experiments have shown the scalability of the 

SL-AV model program complex up to 9000 processor cores with the efficiency 

of about 45 % for grid dimensions of 3024x1513x51. The profiling analysis for 

these experiments revealed bottlenecks of the code: non-optimal memory access 

in OpenMP threads in some parts of the code, time losses in the MPI data ex-

changes in the dynamical core, and the necessity to replace some numerical al-

gorithms. The review of model code improvements targeting the increase of its 

parallel efficiency is presented. The new code is tested at the new Cray XC40 

supercomputer installed at Roshydromet Main Computer Center. 

Keywords: Global atmosphere model · Numerical weather prediction· Interan-

nual predictability of atmosphere · Massively parallel computations · Combina-

tion of MPI and OpenMP technologies. 

1 Introduction 

The common ways to improve the quality of numerical weather prediction and fideli-

ty of the atmosphere model ‘climate’ are the increase of the atmospheric model reso-

lution and advancements in parameterized description of unresolved subgrid-scale 

processes.  Both ways imply the increase in computational complexity of the atmos-

pheric models. Operational numerical weather prediction requires the forecast to be 
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computed rapidly, usually in less than 10 minutes per forecast day, while the climate 

modelling requires many multi-year runs to be completed in reasonable time.  The 

resolution of the atmospheric models grows permanently, so these models should be 

able to use tens of thousands processor cores efficiently. Currently, the typical hori-

zontal resolution of the global medium-range numerical weather prediction models is 

9-25 km with about 100 vertical levels [1]. Thus, the approximate number of grid 

points for these models is about 108-109. Most numerical weather prediction centers 

plan to increase the resolution of their models [1]. Many supercomputers of weather 

services and climate research centers have peak performance about 5-10 Pflops [1] 

and they are in the first hundred of Top500 list [2]. For example, UK MetOffice and 

Hadley Climate Centre supercomputer currently has the peak performance of 8.1 

Pflops and is at 15th place of Top500 list (as of November 2017). 

It is essential that parallel efficiency of an atmospheric model be considered to-

gether with its computational efficiency, i.e. ability of the model to compute the fore-

cast of a given accuracy combined with a minimum wall-clock time for a given num-

ber of processors. Sophisticated numerical methods in the dynamical core of atmos-

pheric models usually allow longer time steps but scale worse than simple explicit 

time-stepping algorithms so the balance between complexity of the applied numerical 

methods and their scalability should be found. Computational efficiency is under 

permanent evaluation in many world leading weather prediction centers and is an 

important criterion in selecting their development strategies [3, 4].  

SL-AV is the global atmosphere model applied for the operational medium-range 

weather forecast at Hydrometeorological center of Russia and as a component of the 

long-range probabilistic forecast system. It is also used in experiments on interannual 

predictability and is an atmospheric component of the coupled atmosphere-ocean-sea-

ice model  [5]. SL-AV [6] is the model acronym (semi-Lagrangian, based on Abso-

lute-Vorticity equation). It is developed at Marchuk Institute of Numerical Mathemat-

ics, Russian Academy of Sciences (INM RAS) in cooperation with the Hydrometeor-

ological centre of Russia (HMCR). The dynamical core of this model uses the semi-

implicit semi-Lagrangian time-integration algorithm [7]. The most part of subgrid-

scale processes parameterizations algorithms are developed by ALADIN/LACE con-

sortium [8, 9]; however, the model includes CLIRAD SW [10] and RRTMG LW [11] 

for parameterization of shorwave and longwave radiation respectively. The multilayer 

soil model developed at INM RAS [12] is also included. The parallel implementation 

of SL-AV model uses the combination of one-dimensional MPI decomposition and 

OpenMP loop parallelization [7]. The model code is also adapted to run at Intel Xeon 

Phi processors [13]. The code is written in Fortran language and consists of several 

hundred thousands lines. 

 The parallel structure of the model code is as follows: one-dimensional MPI de-

composition is used along latitude or Fourier-space wave number. MPI-processes 

perform computations in the bands of grid latitudes during the first phase of the time-

step, while OpenMP threads are used to parallelize loops along longitude or vertical 

coordinate. In the second phase of SL-AV time-step, each MPI-process performs 

computations for the set of longitude Fourier coefficients from pole to pole, and 

OpenMP parallelization for loops in vertical is applied.  
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The first tests of the model with grid dimensions 3024x1513x51 showed that it 

scales up to 9072 cores with an efficiency of about 45%. However, these results were 

obtained without possibility of profiling, tuning and running the model on a system 

with such a number of processor cores. In this paper, we present recent works on im-

proving scalability of the SL-AV program complex. Section 2 describes the changes 

in interprocessor MPI communications, and Section 3 gives an overview of OpenMP 

optimizations in the model code. We then have tested the modified code at Cray 

XC40 system using up to 27208 processor cores. The results of these works are pre-

sented in Section 4. 

2 Parallel Communications Optimization 

2.1 Semi-Lagrangian Algorithm Optimization 

 

The semi-Lagrangian advection algorithm [14] consists of two main blocks: the calcu-

lation of the backward in time trajectories (position of air particles that arrive to the 

grid points at the next time step) and the spatial interpolation of advected variables to 

the departure points of these trajectories. Parallel implementation of this algorithm 

requires halo exchanges (exchanges of latitudinal bands adjacent to the process 

boundaries) with the width determined by the position of the furthest departure point 

and interpolation stencil. The width of the exchanges (in  terms of grid point distance) 

in the original version of the model is calculated using predefined wind speed (esti-

mate of the global maximum wind speed) and the model time step. This a priori esti-

mate is the upper limit for data amount that may be required for calculations. Thus, 

the semi-Lagrangian advection block in the standard version of the model requires the 

exchange of values for wind speed components and advected variables of a fixed 

predefined width. Such an estimate for the region of parallel dependence is rough, and 

the actual one can be significantly lower, especially in regions with a small wind 

speed. When using one-dimensional MPI decomposition, the size of messages does 

not decrease with the increase in the number of computational cores, moreover, the 

number of neighbor processes increases, which negatively affects the parallel effi-

ciency of the model. To reduce the volume of halo exchanges, another approach has 

been implemented in this block. First, the calculation of backward trajectories with 

predefined exchanges size of wind speed components is performed. Knowing the 

coordinates of the trajectories departure points, the width of exchanges necessary for 

each processor is computed and data exchanges for the values of advected variables 

are carried out for their further interpolation. Application of this approach allows to 

reduce significantly the average size of messages and the number of MPI-processes 

involved in these exchanges. The schematic of this algorithm is shown in Fig. 1. 
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Pic. 1. Schematic of the semi-Lagrangian advection halo optimization. 

2.2 Reducing Number of Global Communications 

In the SL-AV model,  the fast Fourier transforms are used to convert systems of linear 

algebraic equations arising from discretization of elliptic problems (Helmholtz equa-

tion, hyper diffusion equation, wind velocity reconstruction, see [7] for details) allow-

ing to reduce two-dimensional problems to a set of one-dimensional ones, which are 

then solved by a direct algorithm. The parallel implementation of this method in-

cludes data transpositions, i.e. global redistribution of data between processes. The 

use of data transpositions limits parallel efficiency and should be avoided whenever 

possible. Initially, the SL-AV model used four transpositions per time step. The mod-

el code modifications and rearrangements have been implemented to reduce this 

number to two per time step. One can note that the work is underway to introduce  

new solvers that allows abandoning the use of data transpositions [13]. 

 

3 OpenMP Optimizations 

3.1 OpenMP Loop Parallelization 

Initially, OpenMP technology was used in the SL-AV model to parallelize loops 

along the same direction as MPI decomposition. This approach limited the maximum 

number of processor cores used, so most of the code in the model was modified in a 

way to parallelize the loops along the additional direction, thereby forming a quasi-

two-dimensional domain decomposition. However, due to the low computational cost 

and the laboriousness of code modification, some of the code parts remained un-

changed. The available MPI-parallelism is exhausted when the number of processor 

cores is higher than 1512 (for horizontal grid dimensions of 3024×1513), and then 

these code sections become sequential in terms of OpenMP parallelization. This loss 

of parallel efficiency can be noticeable at extra-parallel scales. So the abovemen-

tioned modifications of the remaining code sections have been implemented.  
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3.2 Memory Access Optimization 

The block computing right-hand sides of prognostic equations describing parameter-

ized  subgrid-scale processes is a significant time-consuming part of the model. Com-

putations in this block are generally carried out in the vertical direction only allowing 

to perform them independently for different vertical columns of the model. Thus, 

optimal arrays indices arrangement for this block in terms of loop vectorization and 

memory access is (horizontal dimension, vertical dimension). At the same time, longi-

tudinal OpenMP parallelization is used in this part of the model. However, the use of 

OpenMP parallelization along ‘fast’ first Fortran array index is likely to be inefficient, 

due to false sharing and bad data localization. To increase the efficiency of  OpenMP 

parallelization and cache memory access, local temporary arrays containing copies of 

variables necessary for calculations have been introduced for each thread. This modi-

fication leads to additional overheads related to data copying but allows to combine 

effective loop vectorization and OpenMP parallelization. 

4 Numerical Experiments 

4.1 Model Setup and System Configuration 

We have tested two versions of the SL-AV model [6, 7]. Both have the same horizon-

tal resolution of 0.119 degrees (approximately 13 km at the equator), the first one has 

51 vertical levels, and the second one  has 126 vertical levels. The grid dimensions are   

3024×1513×51 and 3024×1513×126 respectively. The version with 51 vertical levels 

has the same resolution as was used for preliminary tests of the code before the modi-

fications described above. 

All the experiments were carried out at the Cray XC40 system [15] installed at 

Roshydromet. This system consists of 936 nodes having two Intel Xeon E2697v4 18-

core CPUs and 128 GB memory. All the nodes are connected with Cray ARIES inter-

connect. The peak performance  is 1.2 PFlops.  

4.2 Results 

First, we compare the parallel efficiency of the modified SL-AV model code with 

respect to the previous version using up to 9072 processor cores. The results are 

shown in Fig.2. Note that the parallel efficiency of the code (the ration of achieved 

speedup to linear one) has increased by approximately 15 % while using 9072 cores, 

from 45.5 to 60 %. 
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Fig. 2. Strong scalability of the SL-AV code (the version with 51 vertical levels): the version 

before modifications (red curve), the new version (blue curve), linear speedup (black curve). 

We have studied strong scalability of the same code but having 126 vertical levels. 

The results are presented in Fig.3. We are able to launch the code at 27216 cores, 

however, there is just 20 % acceleration with respect to 13608 cores. The SL-AV 

code has the parallel efficiency of about 53 % while running at 13608 processor cores. 

We also analyzed the parallel efficiency of different parts of the model with 126 

vertical levels as a function of processor cores number; the results are depicted in 

Fig.4. Fig. 5 demonstrates similar dependencies for percentage of the time step spent 

in different parts of the model. Here ‘‘dynamics’’ stands for all the computations in 

the dynamical core except for semi-Lagrangian advection and solvers for Hemholtz 

equation, wind speed reconstruction and horizontal hyper diffusion [7], ‘‘sub-

grid_param’’ denotes parameterizations for all subgrid-scale processes (shortwave 

and longwave radiation, deep and shallow convection, planetary boundary layer, grav-

ity wave drag, microphysics et al), ‘‘SL_advection’’ refers to the block of semi-

Lagrangian advection described in Subsection 2.1., and ‘‘elliptic solver’’ corresponds 

to the abovementioned solvers in  Fourier longitudinal space. 
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Fig. 3. Strong scalability of the SL-AV code with 126 vertical levels (red curve); linear speedup 

(black curve). 

 

Fig. 4. Parallel efficiency for different parts of the model code as a function of processor core 

number. See text for details. 
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Fig. 5. Percentage of the time step occupied by different parts of the model code as a function 

of processor cores number. 

One can see that parameterizations computations are well parallelized. That could 

be expected, as most of these computations involve independent computations in 

vertical columns only. For most of processor cores numbers, the parallel efficiency of 

this part is higher than for 504 cores. This can be explained by better use of cache 

memory in these cases. For other parts of the model, the parallel efficiency gradually 

decays.    

The “SL_advection” and “dynamics” blocks seem to be bottlenecks of current 

model implementation. This is, on one hand, related to the nature of the one-

dimensional MPI decomposition as the size of halo exchanges does not decrease 

when increasing the number of processes. Another reason is limited scalability of 

OpenMP parallelization. Thus, the best runtime configuration for 504 cores is 6 

OpenMP threads and 84 MPI ranks, while the use of 18 threads is optimal when using 

more than 1512 cores. However, because different data layout in the “dynamics” and 

semi-Lagrangian advection blocks, the increase of OpenMP threads number from 6 to 

18 does not give linear acceleration.  

It is shown in [16] that the semi-Lagrangian advection algorithm can be imple-

mented in a way that allows scaling at O(104) processor cores. We further plan to 

implement the algorithm [16]. 

It also can be seen from the experiments that the data transposition which is the 

part of ‘‘elliptic solver’’ is not the main reason for the decrease in the parallel effi-

ciency of the model for the studied configuration. However, current numerical algo-

rithms used in this part are intrinsically bounded by 1D decomposition that limits 
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scalability. These algorithms will likely be replaced in future version of the model 

following [13].   

4.3 Conclusions 

A modern global atmospheric model should be able to run efficiently at parallel com-

puter systems with tens of thousands processor cores. We have modified MPI ex-

changes and optimized OpenMP implementation in the program complex of the SL-

AV global atmosphere model. These modifications allow to increase parallel efficien-

cy of this code by approximately 15 %, reaching 63 % while using 9072 processor 

cores. Currently, the code is able to use 13608 cores with the efficiency slightly high-

er than 50 %, for grid dimensions of 3024×1513×126. Now the model with these 

dimensions and the time-step of 4 minutes running at 9072 cores would fit the opera-

tional time limit of 10 minutes per forecast day.  It is also important that the low-

resolution version of the model (0.9×0.72 degrees in longitude and latitude respective-

ly, 85 vertical levels) used for interannual predictability experiments computes the 

atmosphere circulation for  3 model years in less than 20 hours while using 180 pro-

cessor cores. 

The profiling analysis has revealed the parts of the model code that need further 

improvements in parallel implementation or replacing numerical algorithms. Our next 

target is the efficient use of 25000 – 35000 cores for the future model version with the 

horizontal resolution about 10 km (grid dimensions of about 4500×2250×126).  
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