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Abstract. Training specialists capable of applying models, methods, technolo-

gies and tools of parallel computing to solve problems is of great importance for 

further progress in many areas of modern science and technology. Qualitative 

training of such engineers requires the development of appropriate curriculum, 

largely focused on practice. In this paper, we present a new handbook of prob-

lems on parallel computing. The book contains methodological materials, prob-

lems and examples of their solution. The final section describes the automatic 

solution verification software. The handbook of problems will be employed to 

train students of the Lobachevsky University of Nizhni Novgorod. 
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1 Introduction 

Modern computational science is becoming increasingly interdisciplinary and con-

cerns all spheres of human life. The development of computer architectures and relat-

ed technologies has led to the emergence of new applied fields of science (bioinfor-

matics, computational biomedicine, computer vision, machine learning, big data and 

so forth). Many existing areas of the natural sciences received further development 

under the influence of supercomputers. It is widely recognized that supercomputers 

are driving technological progress in the world. 

Further development of the industry requires significant efforts from the communi-

ty. Among the important areas is the problem of training highly qualified specialists 

in application of models, methods and technologies of parallel computing to solve 

scientific and engineering problems using supercomputers. This area is rapidly ex-

panding in many directions, which, on the one hand, enhances its expressive power, 

but, on the other hand, it places ever higher demands on engineers, their knowledge 

and skills. Our community needs special training courses on parallel programming, 

mainly oriented to practice.  
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In this paper we briefly review the new handbook of problems on parallel compu-

tations developed at the Institute of Information Technology, Mathematics and Me-

chanics (ITMM) of the Lobachevsky University on the basis of many years of experi-

ence in training engineers in supercomputing technologies. The book aims to guide 

students through a wide range of problem domains, including low level parallel pro-

gramming, basic parallel algorithms, and parallel numerical methods. We hope that 

the book can complement the modern lecture courses on parallel programming. 

2 Related work 

A significant amount of methodical literature on parallel computations has been pre-

pared during the last decades. Theoretical information on parallel computations and 

parallel algorithms is presented in the books [1][2][3][4][5]. The development of par-

allel programs for distributed memory systems using the MPI (including not only a 

description of the contents and capabilities of the MPI, but also examples of pro-

grams) is discussed in detail in the books [6][7][8][9] and the in first volume of [10]. 

Parallel programming for shared memory system based on the OpenMP technology 

can be studied from the book [11] and the second volume of the book [10]. Develop-

ment and optimization of parallel programs for Intel Xeon Phi processors are present-

ed in detail in [12][13]. The books [14][15] contain various examples of optimizing 

programs for Xeon Phi from different problem domains. Programming for GPU ac-

celerators with a large number of examples is discussed in detail in [16][17][18]. Pa-

per [19] should also be noted, where the study of the MPI technology is conducted on 

the example of solving a number of typical problems of parallel programming – ma-

trix calculations, sorting, processing graphs, etc. The questions of teaching parallel 

algorithms and technologies are also of considerable interest. In this regard, the activi-

ty of the NSF / IEEE-TCPP Curriculum Initiative on Parallel and Distributed Compu-

ting [20][21] should be mentioned. In Russia, significant progress has been made in 

this direction within the framework of the government program Supercomputing Edu-

cation [22]. 

The presented handbook continues a series of publications on parallel program-

ming education. Among these publications are textbooks [5][10], tutorials and practi-

cal classes on various technologies of parallel programming and their application to 

scientific research in different problem domains [23][24]. A considerable part of the 

prepared publications is presented on the web page of the Center for Supercomputer 

Technologies of Lobachevsky University in Russian (http://hpc-education.unn.ru/ru) 

and in English (http://hpc-education.unn.ru/en/trainings/collection-of-courses). The 

training course "Introduction to parallel computing" is available on the website of the 

e-learning system (http://mc.e-learning.unn.ru/; in Russian). 

3 Handbook overview 

Preparing a specialist capable of effectively using modern parallel computing systems 

is a challenging problem. It may seem that any person who has good theoretical back-
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ground in mathematics and, for example, physics (chemistry, biology, medicine – 

depending on a specific problem domain), and also able to implement sequential pro-

grams, can easily study parallel programming. However, it is often not enough to read 

descriptions of OpenMP and MPI and learn how to develop and run software on a 

supercomputer. The efficiency of parallel software depends highly on specific details, 

and it turns out that there are quite a lot of these details. For example, it is necessary 

to have skills of system programming and debugging of parallel code, which is signif-

icantly more complicated than the sequential one. In addition, the architecture of 

modern computing systems has become so complicated that very little manipulation 

of code and run modes can lead to an order of magnitude difference in computational 

time, and sometimes even more. Therefore, training of specialists with skills to devel-

op and run parallel programs is still of great importance. 

Education in a rapidly changing field cannot be reduced to studying theoretical ma-

terial and a number of standard use cases. In our universities we need training courses 

with many practical problems exemplifying typical challenges from different areas of 

science and engineering. Thus, the development of parallel programs for solving 

sparse algebra problems requires the study of special data structures and methods for 

their effective use in parallel computations. Parallelization of Monte Carlo methods 

requires the understanding of how to use pseudo-random number generators in paral-

lel programs. The experience of running standard performance tests forms extremely 

useful skills of customization the computational environment and analysis of the ex-

perimental data. Each section of the presented handbook illustrates typical data struc-

tures, algorithms and approaches in some specific problem domain. We stress that we 

did not try to write a book on system programming, parallel algorithms or numerical 

methods. On the contrary, we recommend readers to study the literature that has be-

come classical in this field, giving corresponding links in each section. Theoretical 

material, which is given in the handbook, is the minimum necessary to understand the 

problems, and where it can be read about it. Further, we consider data structures and 

the approaches to parallelization, give problem statements, discuss possible solutions, 

and formulate the set of problems which should be solved by students. These set of 

problems can be easily extended to reach the goals of education. Thus, algorithms can 

be implemented for different types of computing systems with shared and distributed 

memory using appropriate technologies. By adjusting the input data and, correspond-

ingly, computational load, we can assess the quality of implementation checking cor-

rectness, performance, and scaling efficiency. The book also describes a system for 

automated testing of parallel programs, developed by students. The use of such a sys-

tem makes it possible to significantly reduce the efforts of teachers in verifying the 

homework. 

4 Handbook Structure and Contents 

The book outline includes the following sections: 

1. Parallel programming for beginners. 

2. Parallel execution of threads and processes. 
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3. Communication methods. 

4. Performance tests. 

5. Calculations with matrices. 

6. Interpolation and approximation of functions. 

7. Numerical integration. 

8. Sorting algorithms. 

9. Graph algorithms. 

10. Numerical solution of systems of ordinary differential equations. 

11. Numerical solution of systems of partial differential equations. 

12. Methods of global optimization. 

13. Monte Carlo methods. 

14. Computational geometry algorithms. 

15. Computer graphics and image processing algorithms. 

16. Automatic solution verification system SoftGrader. 

Most of the sections are organized as follows. A section begins with a brief intro-

duction to the problem area and provides a rationale for the importance of discussed 

tasks and methods in HPC applications. The following material describes ways of 

representing and storing data, standard for typical problems in the considered area. 

Then we give a brief overview of parallelization schemes. The section continues with 

detailed statements of one or two typical problems. Parallel methods for their solution 

are outlined and discussed. Then, we formulate tasks for students. An example of a 

problem statement accompanied by a demonstration of program code finalizes the 

section. 

Let us overview the book contents. In the Preface we briefly outline our motivation 

to write the book. The first section presents the computational problems for beginners 

and helps to form an introductory laboratory practical work on various academic dis-

ciplines in the field of parallel computing (for example, to study the OpenMP and 

MPI technologies). 

The next three sections relate to the area of system programming. In Section 2 we 

consider the principles of threads execution planning, synchronization mechanisms 

and standard problems, offer tasks for the use of typical mechanisms of threads inter-

action. Section 3 proposes tasks for the development of data transfer programs be-

tween processors on distributed memory. When carrying out homework, it is neces-

sary to evaluate the expected time for executing communication operations, imple-

ment sample data transfer programs, and compare the results obtained with theoretical 

estimates. To evaluate the effectiveness of the implemented software, it is necessary 

to run computational experiments comparing the developed programs with standard 

tools (for example, with functions of the similar purpose in an MPI library). Section 4 

deals with standard tests that identify the performance parameters of computational 

clusters. Relevant work with such tests allows an engineer to make decisions about 

the configuration of the future computing system, calculate the standard performance 

parameters of ready to use systems, and identify their bottlenecks. 

The following three sections concern numerical methods. In section 5 we consider 

the following basic linear algebra algorithms: matrix-vector (dense and sparse) and 
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matrix-matrix multiplication. In this regard, we discuss data structures, especially for 

sparse matrices, and different schemes of parallelization. In section 6 we discuss in-

terpolation and approximation methods, give examples and propose several tasks for 

students. In section 7 we consider one of the simplest formulas of numerical integra-

tion (the rectangle rule) and its application to the problem of calculating an integral of 

a function of two variables. When performing each of the tasks, it is necessary to 

check correctness, construct theoretical estimates of the run time of an algorithm, 

perform computational experiments and compare the results with theoretical esti-

mates. 

Sections 8 and 9 consider two classical areas of Algorithms and data structures: 

sorting algorithms and graph algorithms. In section 8 we discuss different parallel 

merging schemes which can be used as a part of many sorting algorithms. In section 9 

we consider methods for storing graphs, the properties of graphs algorithms, general 

approaches to their parallelization, and consider some classical graph processing 

methods: breadth-first search, minimal spanning tree search, and single-source short-

est path paths search. 

In sections 10 and 11 we consider parallel algorithms of solving systems of ordi-

nary differential equations and partial differential equations, correspondingly. In sec-

tion 10 we discuss the Euler and Runge-Cutta methods for an ODE system. In section 

11 we consider the numerical solution of the Dirichlet problem for the Poisson equa-

tion. 

In section 12 we briefly overview global optimization methods, discuss the ap-

plicability of general parallelization approaches to global optimization and present a 

parallel version of the global search algorithm. 

Section 13 concerns Monte Carlo methods. We outline methods of pseudorandom 

and quasirandom number generation, consider approaches for simulation of distribu-

tions with given properties, and discuss how to use random number generators in 

parallel computations correctly. Next, we introduce the problem of developing a gen-

erator of uniformly distributed numbers and demonstrate one of the methods for solv-

ing it. Then, we consider an example from financial mathematics: finding the fair 

price of an option of the European type using the parallel Monte Carlo method. 

Section 14 is devoted to approaches to the parallel solution of computational ge-

ometry problems. The ideas are demonstrated by the example of constructing a con-

vex hull of points on a plane. In section 15, computer graphics and image processing 

problems are presented. The methods of parallelization of image processing opera-

tions are considered. 

In section 16, the SoftGrader automated testing system is described. We demon-

strate main features of the software and emphasize the scheme for preparing the train-

ing course and its practical problems for their automated testing in SoftGrader. 

5 Section Example 

This section of the paper presents a more detailed description of the one of the book 

sections – Monte Carlo method. We start the section with a brief overview of the 
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problem area and give references to classical books and tutorials concerning the Mon-

te Carlo method and its applications to different problems of modern computational 

science. 

Then, we discuss the general scheme of the Monte Carlo method.  First, we outline 

a problem of generating random numbers in a computer. Then, we give a description 

of the linear congruential generator and depict its advantages and disadvantages. After 

that, we briefly describe the Mersenne Twister algorithm for generating random num-

bers and give relevant references. The description of the Sobol sequence continues the 

section. As before, we present the advantages and disadvantages of the approach, and 

compare it with the algorithms mentioned above. At the end of the subsection we put 

references to the description of the pseudorandom number sampling methods map-

ping uniformly distributed numbers to other distributions. 

In the next subsection we discuss parallelization of the Monte Carlo method. Alt-

hough this method is known to be embarrassingly parallel, there are important details 

concerning usage of random number generators in parallel computations. In this re-

gard, we consider the master-worker, leapfrog, and skipahead methods. We also de-

scribe some typical errors which are often made during the implementation and their 

consequences. The discussion regarding the performance of the Monte Carlo method 

implementation finalizes the subsection. Thus, we pay attention to performance of the 

random number generation algorithm, including cache efficiency and utilization of the 

SIMD instructions. We highly recommend using carefully tested high performance 

implementations given by mathematical software libraries in real-world applications 

(i.e. the Intel Math Kernel library). 

To better understand the nature of random number generation algorithms, we rec-

ommend students to implement and test correctness and performance of the MCG59 

algorithm. The relevant problem statement and discussion are given in the following 

subsection of the book. We give the algorithm and implementation overview, formu-

late the main requirements and recommend using the Pearson's chi-squared test and 

the Kolmogorov–Smirnov test to check correctness. Then, we ask students imple-

menting a parallel algorithm to generate a chunk of uniformly distributed numbers 

and analyze its performance and scalability depending of the chunk size. Different 

parallel programming technologies, computer architectures and random number gen-

eration algorithms can be involved. 

In the next subsection, we show an example of a financial mathematics problem 

solved by the Monte Carlo method. In this regard, we introduce the Black-Scholes 

financial market model, give the main definitions including the European option and 

fair price concepts. We consider the case where the option price can be found analyti-

cally using the Black-Scholes formula to simplify testing correctness of the Monte 

Carlo method implementation. Then, the general scheme of the Monte-Carlo method 

for this problem including the parallel algorithm is also discussed. As in the previous 

subsection, we formulate general requirements and tasks for students. 

According to our approach, every problem statement for students mentioned in the 

previous two subsections of the book, could be widen significantly to make it possible 

to check correctness and performance automatically. Thus, we need giving a mathe-

matical problem statement and formulate strict requirements for the further imple-
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mentation including parameters, data structures, algorithm, programming language, 

technologies, input/output formats, correctness and performance testing criterions. 

The appropriate example of one task has been done in the end of the Monte Carlo 

method section. 

6 Conclusion 

In this paper we presented a new handbook on parallel computing. The main idea 

of the book is to form the general principles of organizing a practical work on parallel 

programming with automated testing of developed implementations for correctness 

and performance. To this end, we have formed a pool of tasks in various areas of 

computer science and computational sciences, and also presented a way of formaliz-

ing the requirements for solving these problems, illustrating it with examples. The 

authors hope that the book could be useful in teaching students to solve problems 

using parallel algorithms. 
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