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Life Cycle of a Star
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The mathematical & HPC challenges:

1. The numerical model construction

2. The numerical solver development

3. The efficiency parallel
Implementation




= The Euler hydrodynamics equations
* The gravity
= The stellar equation of state:

al gas for low temperature

rate gas for high



SPH approach
Robustness of the algorithm
Galilean-invariant solution
Simplicity of implementation
Flexible geometries of problems

High accurate gravity solvers

AMR approach

Approved numerical methods
No artificial viscosity

Higher order shock waves
Resolution of discontinuities
No suppression of instabilities
Correct turbulence solution

= The complexity of implementation
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The parallel implementations
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Delivering an indusiry leading combination of low latency, high endurance, QoS and
high throughput, the Intel® Optane™ SSD is the first solution to combine the attributes of
memory and storage. This innovative solution is optimized to break through storage
bottlenecks by providing a new data tier. It accelerates applications for fast caching
and storage, increasing scale per server and reducing fransaction cost. Data centers
based on the latest Intel® Xeon® processors can now also deploy bigger and more
affordable datasets to gain new insights from larger memory pools.
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- Fast Storage and Cache - Extend Memory
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Intel® 3D NAND SSDs

*Other names and brands names may be claimed as the property of
others
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Used hardware:

Dual-socket Intel® Xeon® E5-2699 v4 Used hardware:

res, 2.2 GHz) Dual-socket Intel® Xeon® E5-2697A v4
(2x16 cores, 2.6 GHz)
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Code is not currently optimized,
opportunities for MDT optimization have
been identified

Initial data (initial gas
density/pressure/velocity
distribution)

CFL* condition Lagranglan stage

#prngma omp parallel for \' #pragma omp parallel for
for(all local cells)
for(all local cells) computational advection
flow

computational CFL MPI_Alireduc
e

Eulerian stage

#pragma omp parallel for
for(all local cells)
computational field flow MPI_Send/Re MPI_ Alltoall
cv -

Simulation results (gas
density distribution)
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A novel computation technigue for numerical
simulations of astrophysical flow at the supercomputers
was described.

We achieved more than 93 % weak scalability for 1024
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