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Locally Recursive non-Locally Asynchronous (LRnLA)
ConeFold Algorithm 

Parallelism in space-time

Implemented with POSIX threads



ConeFold Algorithm
The current topic:

● Implement the Lattice Boltzmann method with ConeFold
● Make periodic boundaries
● Use vectorization
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LBM with ConeFold
Swap between 2 cells

Collision in one cell



Non-local Vectorization

Local                                        Non-local                               Non-local mirrored
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Summary
The Locally Recursive non-Locally Asynchronous (LRnLA) algorithm ConeFold 
was implemented for the Lattice Boltzmann method on CPU.

A new non-local mirrored vectorization was used. 

We have achieved a ∼ 0.3 GLUps performance on a 4 core CPU for the D3Q19 
Lattice Boltzmann method by taking an advanced time-space decomposition 
approach. 

 On one node of the K60 cluster (Intel Xeon E5-2690 v4, 8ch 256GB DDR4 RAM),  
we have achieved the performance up to 1.41 GLUps. 



Conclusion
The algorithmic optimization allows to achieve significant performance boost for 
the LBM method. 

The periodic boundary condition is possible for the time skewing approaches and 
comes with the efficient use of the vectorization mechanism available on CPU

LRnLA algorithms have been easily adapted for the LBM method and the target 
hardware. 
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